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Finding Useful Questions: 
  
Examining measures of information usefulness in 

Target Classification (exploring Nelson, 2005).  





Why do we care? 
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Intelligence Analyst   Information Triage 



The Basics: How to solve a mystery 
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Clues 



The Basics: Deriving Utility  Prioritization 

5 

Translate 



The Basics: the probabilistic framework  

Probabilistic belief model, including: 

Hypotheses 

Prior probability for each 

A list of possible questions 

 

A sampling Norm (the utility function) 

 

A method to update beliefs (compliments the utility function) 



Example: Planet Vuma – Glom, or Fizzo? 

Skov and Sherman (1986) and Slowiaczek et al. (1992, Experiments 3a and 3b). 

Tribe Pop c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12

A 0.5 0.1 0.75 0.5 0.25 0.1 0.75 0.5 0.25 0.75 0.25 0.75 0.75

B 0.5 0.1 0.5 0.75 0.25 0.1 0.5 0.75 0.25 0.25 0.75 0.5 0.5

VUMA 



Previous Research 

Measures info gathering 
behaviour by considering whether 

people choose to ask highly 
useful questions. 

 

 

DOES NOT clearly outline:  

what norms best describe human behavior, 

when the norms disagree, or 

whether some norms are better than others.  



Present Research 

Illuminates differences among Sampling Norms, by holding 
constant both probability belief models and the method of 
updating.  

 

This study:  
Defines/explains six sampling norms 

Re-examines experimental evidence-acquisition research to 
determine if their conclusions were influenced by sampling norms 
applied. 

Explores sampling norm disagreement through novel simulations.  







Results  
Abridged from original version, as presented in Nelson 2005 









Findings, Discussion, and Next Steps 



Findings & Discussion  

Questioning Status Quo  Falsification Models lag behind competition:  

They disregard prior probabilities when symmetric;  

Oversensitive to extreme scores; and  

Inferior categorization with high number of hypotheses or categories. 

 

Strength in diversity  In many evidence-gathering situations, more than one 

sampling norm might reasonably apply. 

 

Predicting Human Choices   People’s choices are not consistent with so-called 

falsification measures.  



Next Steps at DRDC 

Mandel Tribe Scenario: 
Comparison of sampling norms to a new problem set.  

Assess model fit & DStr against human participants 

 

Integrating Machine Learning Models: 
Reinforcement Learning 

Latent Learning 

Q-Learning 

SARSA (example) 

 

 






